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Large Language Models (LLMs) and their usage
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Training of LLMs
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Memorization of Personal Data in LLMs

Large Language Models (LLMs) show substantial evidence of memorizing personal data.
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When does Memorization happen?

As LLMs increase in size, their tendency to memorize personal data increases

Memorization is influenced by the diversity of training data 

More context aids extraction

Data exposed later to the model more likely to be memorized rather than generalized
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Memorization as a Desirable Feature

Advantages of Memorization Disadvantages of Memorization

Accuracy of Answers

Facts

Quotes

Breaches of Privacy

Breaches of Intellectual Property
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User Contributions to Memorization

Deploying organizations can inadvertently contribute to memorization through further 

fine-tuning 

employing RAG

custom instructions and cross-session memorization

Fine-tuning of LLMs

Retrieval Augmented Generation (RAG) 

Does not add data to the LLM itself, but their inherent data can still be extracted from the system in an attack.

Custom Instructions and Cross-session memorization may well use a similar process of embeddings to provide more context.
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Processing of Personal Data

AI Act looks at AI Systems; GDPR looks at processing of personal data

Distinct phases of processing from GDPR perspective:

We focus here on the training and operational processing.
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Personal Data
Occurrences
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Inherent Risks of Data Extraction

Existing methods pose real risks of extracting personal data from LLMs.

These risks may increase with advancements in extraction technologies and may decrease with defensive techniques
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GDPR Compliance and Personal Data in LLMs

Anonymization

GDPR's Recital 26 is about anonymization

The principles of data protection should not apply to anonymous information

To determine whether a natural person is still identifiable, account should be taken of all the means reasonably likely to be

used, such as singling out, either by the controller or by another person to identify the natural person directly or indirectly.

A risk-based approach to re-identification is emerging in the EU.

The definition of 'anonymization' is changing in the EU: Here’s what that means (iapp.org)

https://iapp.org/news/a/the-definition-of-anonymization-is-changing-in-the-eu-heres-what-that-means/
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Anonymization Guidelines and LLMs

Anonymization legal guidelines could be applied to re-identification of personal data in LLMs

Legal Tests and guidelines for a) isolating individuals, b) linking records, and c) inferring information

wp216_en.pdf (europa.eu)

https://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/files/2014/wp216_en.pdf
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When may Re-identification happen with LLMs?

Test 1

it is still possible to single out an

individual

Test 2

It is still possible to link records relating

to an individual

Test 3

Information concerning an individual

can still be inferred
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Other Recognised Factors

Recital 26 of the GDPR includes other objective factors: 

costs of 1.

the amount of time required for identification, 2.

taking into consideration the available technology at the time of the processing and technological developments. 3.

Guidance here suggests to consider all relevant contexts: data nature, control and security measures, sample size, public

information availability, and data release to third parties (limited vs. unlimited).
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Applying Risk Based Legal Tests to Re-
identification of Personal Data in LLMs and
Key Mitigations

https://gamma.app


When may Re-Identification happen with LLMs?

Test 1

it is still possible to single out an

individual

Depending on the LLM, its
size and training data, an
LLM may memorize 
personal data and it is
possible to isolate records
which identify an individual
in the data set.

More likely, observed in studies

Test 2

It is still possible to link records relating

to an individual

This association in LLMs is
weaker than memorization,
but still occurs

This threshold may well be
satisfied for some LLMs in
practice if a known
individual can be linked to
information in the LLM.

Also observed in studies

Test 3

Information concerning an individual

can still be inferred

Possibly also for
unstructured text in LLMs

e.g. a portion of the text refers to

the custody of the kids, which may,

in the context, allow to infer the

marital status

Also observed, but difficult to

systematically identify inferences
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Considerations in Applying the Legal Tests

Extraction difficulty varies: enhanced by data processing (e.g., deduplication, obfuscation) but eased by cheap, unauthorized

methods.

The consideration of technological advances conclusions as to feasibility of extraction difficult to assess.

Single Resolution Board v EDPS: Re-identification risk must consider the potential external access, not just creators.

Assumptions about users' data, resources, and expertise are unclear; but expect attackers with high capabilities.

A study showed $200 could enable comprehensive personal data extraction.

Ultimately, organizations must evaluate, directly or through their suppliers, if a Large Language Model (LLM) processes personal

data by memorization, linkage, or inference and the feasibility of extraction.
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The Role of Pseudonymization and Security and in
the Application of these Tests

Pseudonymization 

For anonymization, pseudonymization and obfuscation of personal data do seem to be measures that would make re-identification

less likely in practice and are considered as part of the tests.

Practical Limitations

However, pseudonymization measures are limited because:

personal data is not easily identifiable in unstructured text data 1.

inference requires additional context to determine if the information should be redacted. 2.

Still need to see then whether personal data can be re-identified per legal tests.

Note that these are techniques applied to data.  However similar techniques can be applied during model learning e.g. noise

addition during learning, differential privacy stochastic gradient descent.
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Security

As per anonymization, looking at all the context means including security in determining the residual risk.  For LLMs, this should

logically include, in assessing the risks of re-identification, two security strategies:

Implementing privacy techniques and security measures on both the model and training data can mitigate risks of re-identification.

1. Security Measures against Extraction Attacks

Other mitigation techniques against model extraction, such as limiting user queries to the model, detecting suspicious queries to

the model, or creating more robust architectures to prevent side channel attacks exist in the literature. 

However, these techniques can be circumvented by motivated and well-resourced attackers and should be used with caution.

2.  Security Measures where there has been any
Pseudonymization of Private Input/Training Data

E.g. RAG data, whether the tokenization list is kept secure.  Note that RAG involves embeddings or transforming of the data into a

vector space which does not generalize the personal data.  However before usage, the RAG data could be obfuscated, tokenized

etc.
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In conclusion, measures can be taken to limit the risks of re-identification and hence, depending on the model and measures

taken, may serve to make the risks or re-identification of personal data from LLMs low.

A comprehensive risk assessment which includes the risk of re-identification seems necessary.
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GDPR Compliance Consequences

If there is personal data per the re-identification tests, compliance issues with GDPR arise for the Model, not just the

processing of training data or operational data
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So if there are Re-identifiable personal data, the
further considerations under GDPR include:

GDPR Requirement Processing of Training Data and

Operational Data

Processing of Model Data

Legal Basis Consent or legitimate interest are

problematic in many instances

Also problematic , like copyright

Individual Rights Individuals have rights over their data,

including access, correction, and

deletion

Difficult to isolate and modify

individual data points

Minimisation Only the minimum amount of personal

data necessary for the purpose (of

training a model), problematic

Minimisation of e.g. memorization in

the model - Linked to purpose for

which personal data is processed in

use of the model, problematic

Transparency Organizations must be clear and open

with individuals about how their

personal data is used and processed,

problematic

Also problematic in terms of model

usage
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cont.

GDPR Requirement Processing of Training Data and

Operational Data

Processing of Model Data

Data Protection by Design and Default Organizations must integrate data

protection measures into their

processing activities and systems from

the start, ensuring that by default only

necessary data is processed.

This requirement is focused on model

development, not usage

Data Security Must be securely stored and protected Novel attacks possible, directly on the

model or via the training data

International Transfers Transfers of personal data outside the

European Economic Area must ensure

an adequate level of data protection

and comply with strict conditions for

transfer.

May also be subject to adequacy

requirements e.g. for transfers or

usage in other countries
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Compliance Obligations for LLM Deployers

Organizations which are influencing how and why the LLMs are used are then (joint) data controllers.  Influence in particular

on:

the use of personal data in the LLM for specific purposes

the use of personal data in operational data, further training data and RAG data

Joint responsibility does not equate to equal responsibility.  GDPR requires joint controllers to transparently define and the

essence of the arrangement shall be made available to the data subject.

Each controller has a duty ensure that the data is not further processed in a manner incompatible with the purposes for

which they were originally collected by the controller sharing the data.

Nigh impossible to communicate the essence of the arrangement to all possible data subjects.  Need for

reasonableness, especially for pseudonymized data where there already is a curtailment of data subject rights.
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Performance vs. Pseudonymization Trade-off vs.
Fundamental Capabilities of LLMs

Techniques like differential privacy may reduce memorization risks without impairing LLM performance.

However, there's a delicate balance between data protection and LLM utility.

Note memorization can also hurt model performance
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A Fundamental Capability of LLMs
"It's 'impossible' to create ChatGPT without copyrighted content" - OpenAI

Is it impossible to for ChatGPT to work well without memorization?

"For certain types of tasks it is desirable that the model remembers verbatim text. E.g., reviews of a book can greatly benefit

from verbatim quotes, and likewise news articles about political speeches."

"Model performance and alignment. In order to answer questions about the world, LLMs need to memorize facts about the

world. Even when facts are retrieved from external sources the LLM needs to have enough world knowledge to make sense of

those facts. Likewise, there is information that is structurally indistinguishable from PII, but meant for public use and useful for

the model to memorize. Examples for this are the phone numbers of emergency services or the support email address of a

company."
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Pseudonymizing the Training and Operational Data
Before Training the Model

Article 4(5) GDPR introduces pseudonymization as the:

processing of personal data in such a manner that the personal data can no longer be attributed to a specific data subject

without the use of additional information, provided that such additional information is kept separately and is subject to

technical and organisational measures to ensure that the personal data are not attributed to an identified or identifiable natural

person.

Does not seem to apply to LLMs (no separation and security of raw personal data).  

Nevertheless if  LLMs are e.g. trained on non-public data, then:

Controllers are exempt from complying with Articles 15–20 of the GDPR, which cover data subject rights like data rectification.

However other obligations under the GDPR, (see 8 above) are not curtailed

but any not pseudonymized data identifying, inferring or associated personal data still needs to be rectified upon request
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What about Pseudonymization Techniques in the
Model Training itself?  

Not clear.  If there is no additional information is kept, then this situation doesn't fit Article 4(5) which talks only about separation.

Note that the data in the model is still regarded as personal data!!
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Take Aways:

LLMs memorize!

Organizations must evaluate, directly or through their suppliers, if a Large Language Model (LLM) processes personal data by

memorization, linkage, or inference. 

Following a risk-based approach akin to legal standards for anonymization, without adequate safeguards, LLMs pose re-

identification risks, making GDPR applicable not only to the processing of training data but also to the LLM itself. 

Implementing privacy techniques and security measures on both the model and training data can mitigate risks but might

compromise LLMs' key functionality of memorization. 

Pseudonymization, as defined by GDPR, requires data separation, a criterion not met by public LLMs, though it may be

applicable for specific models, potentially easing some GDPR obligations towards data subjects.  Will likely need to be

reconsidered as a concept, not least with respect to pseudonymization of models themselves.

https://gamma.app


Tony Hibbert

AI Governance Expert

Simplifying AI Governance

antony_hibbert@outlook.com

https://www.linkedin.com/in/antonyhibbert-ai-governance-expert/

https://www.linkedin.com/in/antonyhibbert-ai-governance-expert/%EF%BF%BC
https://gamma.app


Extra Slides

https://gamma.app


Pseudonymization
Challenges
Pseudonymization is a method under the GDPR:

Article 4(5) GDPR introduces pseudonymization as the:

"processing of personal data in such a manner that the personal data can

no longer be attributed to a specific data subject without the use of

additional information, provided that such additional information is kept 

separately and is subject to technical and organisational measures to

ensure that the personal data are not attributed to an identified or

identifiable natural person.

Applying Article 4(5) to LLMs:

Training data must be kept separate.

Data from the Internet used in raw form without separation → not

considered pseudonymized under GDPR.

ChatGPT's use of internet data isn't kept separate, risking re-

identification.

Therefore, it doesn't meet the criteria for pseudonymized personal data.
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The (Limited) Benefits of Pseudonymization under
the GDPR

GDPR Requirement Processing of Model Data Prior Pseudonymization of Training or Operational Data

Legal Basis Also problematic , like copyright Requirement remains

Article 6(4)(e) may help allow for the processing of

pseudonymized data for uses beyond the purpose for

which the data was originally collected.

Individual Rights Difficult to isolate and modify

individual data points

Controllers do not need to provide data subjects with

access, rectification, erasure or data portability if they

can no longer identify a data subject.

but any not pseudonymized data identifying, inferring or

associated personal data still needs to be rectified upon

request

Minimisation Minimisation of e.g. memorization

in the model - Linked to purpose

for which personal data is

processed in use of the model,

problematic

Does not negate the requirement to limit the amount of

data collected.

Compliance with data minimization is achievable but

challenging for LLMs.

Transparency Also problematic in terms of

model usage

Transparency still problematic

Should include the fact that their data will be

anonymized
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cont.

GDPR Requirement Processing of Model Data Prior Pseudonymization of

Training or Operational Data

Data Protection by Design and Default The requirement is focused on

model development, not usage

Pseudonymisation is consistent

with data protection by design 

But difficult on the scale of

massive unstructured data sets, so

depends on training data and

measures actually taken

Data Security Novel attacks possible, also via

training data

Improves security of personal data

International Transfers May also be subject to adequacy

requirements

May assist transfers in terms of

supplementary measures
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